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#B5&/proc/cpuinfoXHFECPUR BBV TIIA
[root@Project-09-Task-01 ~]# cat /proc/cpuinfo | egrep 'vmx|svm'

#ERyuM TEZRKVMR G RIEXEER T A
[root@Project-09-Task-01 ~]# yum install -y gemu-kvm virt-manager virt-viewer libvirt virt-install acpid

#{FEBsystemct! startas S BailibvirtdiRSS
[root@Project-09-Task-01 ~]# systemctl start libvirtd

#{Esystemct! status&&libvirtdiRsS
[root@Project-09-Task-01 ~]# systemctl status libvirtd

#{E 3systemctl list-unit-filesap S libvirtdiRSS 25 EEE AFHE B
[root@Project-03-Task-01 ~]# systemctl list-unit-files | grep libvirtd.service

#aplsmod | grep kvm BTG UIKVMEEINERLIN.
[root@Project-09-Task-01 ~]# Ismod | grep kvm

#apvirsh listEEKVMETINZIE,
[root@Project-09-Task-01 ~]# virsh list
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[MIRROR] systemd-container-239-41.e18_3.2.x86_s64.rpm: Curl error (28): Timeout was reached for http://mirrors.163.com/centos/8.3.2
©11/Base0S/x86_64/os/Packages/systemd-container-239-41.e18_3.2.x86_64.rpm [Operation too slow. Less than 10808 bytes/sec transferre
d the last 3@ seconds]
[MIRROR] nfs-utils-2.3.3-35.el18.x86_64.rpm: Curl error (28): Timeout was reached for http://mirrors.nju.edu.cn/centos/8.3.2011/Bas
e05/x86_64/0s/Packages/nfs-utils-2.3.3-35.€18.x86_64.rpm [Operation too slow. Less than 1080 bytes/sec transferred the last 30 sec
onds]
[MIRROR] systemd-container-239-41.el18_3.2.x86_64.rpm: Curl error (28): Timeout was reached for http://mirrers.bfsu.edu.cn/centos/8
.3.2011/Base05/x86_64/0s/Packages/systemd-container-239-41.e18_3.2.x86_64.rpm [Operation too slow. Less than 1000 bytes/sec transf
erred the last 3@ seconds]
[MIRROR] nfs-utils-2.3.3-35.el8.x86_64.rpm: Curl error (28): Timeout was reached for http://mirrors.163.com/centos/8.3.2011/Base0S
/x86_64/os/Packages/nfs-utils-2.3.3-35.e18.x86_64.rpm [Operation too slow. Less than 10080 bytes/sec transferred the last 30 second
s]
[MIRROR] systemd-container-239-41.el8_3.2.x86_64.rpm: Curl error (28): Timeout was reached for http://mirrors.huaweicloud.com/cent
05/8.3.2011/Base0S/x86_64/o0s/Packages/systemd-container-239-41.e18_3.2.x86_64.rpm [Operation too slow. Less than 180 bytes/sec tr
ansferred the last 30 seconds]
[MIRROR] nfs-utils-2.3.3-35.e18.x86_64.rpm: Curl error (28): Timeout was reached for http://mirrors.bfsu.edu.cn/centos/8.3.2011/Ba
se05/x86_64/os/Packages/nfs-utils-2.3.3-35.218.x86_64.rpm [Operation too slow. Less than 1808 bytes/sec transferred the last 20 se
conds]
[MIRROR] systemd-container-239-41.el18_3.2.x86_64.rpm: Curl error (28): Timeout was reached for http://mirrors.neusoft.edu.cn/cento
5/8.3.2011/Base0S/x86_64/0s/Packages/systemd-container-239-41.218_3.2.x86_64.rpm [Operation too slow. Less than 1800 bytes/sec tra
nsferred the last 30 seconds]
[MIRROR] nfs-utils-2.3.3-35.el8.x86_64.rpm: Curl error (28): Timeout was reached for http://mirrors.huaweicloud.com/centos/8.3.201
1/Base0S/x86_64/0s/Packages/nfs-utils-2.3.3-35.e18.x86_64.rpm [Operation too slow. Less than 108@ bytes/sec transferred the last 3
@ seconds]
[MIRROR] systemd-container-239-41.e18_3.2.x86_s64.rpm: Curl error (28): Timeout was reached for http://mirror.lzu.edu.cn/centos/8.3
.2011/Base0S/x86_64/0s/Packages/systemd-container-239-41.e18_3.2.x86_64.rpm [Operation too slow. Less than 1800 bytes/sec transfer
red the last 3@ seconds]
[MIRROR] nfs-utils-2.3.3-35.e18.x86_64.rpm: Curl error (28): Timeout was reached for http://mirrors.neusoft.edu.cn/centos/8.3.2011
/Base05/x86_64/os/Packages/nfs-utils-2.3.3-35.218.x86_64.rpm [Operation too slow. Less than 1008 bytes/sec transferred the last 30
seconds]
[MIRROR] systemd-container-239-41.el18_3.2.x86_64.rpm: Curl error (28): Timeout was reached for http://mirrors.tuna.tsinghua.edu.cn
J/centos/8.3.2011/Base05/x86_64/0s/Packages/systemd-container-239-41.el18_3.2.x86_64.rpm [Operation too slow. Less than 1000 bytes/s
ec transferred the last 3@ seconds]
[MIRROR] nfs-utils-2.3.3-35.el8.x86_64.rpm: Curl error (28): Timeout was reached for http://mirror.lzu.edu.cnfcentos/8.3.2011/Base
05/x86_64/os/Packages /nfs-utils-2.3.3-35.e18.x86_64.rpm [Operation too slow. Less than 1088 bytes/sec transferred the last 30 seco
nds]
[MIRROR] systemd-container-239-41.e18_3.2.x86_64.rpm: Curl error (28): Timeout was reached for http://mirrors.cqu.edu.cn/Cent0S/8.
3.2011/Base0S/x86_64/0s/Packages/systemd-container-239-41.e18_3.2.x86_64.rpm [Operation too slow. Less than 108@ bytes/sec transfe
rred the last 30 seconds]
[MIRROR] nfs-utils-2.3.3-35.e18.x86_64.rpm: Curl error (28): Timeout was reached for http://mirrors.tuna.tsinghua.edu.cn/centos/8.
3.2011/Base0S/x86_64/os/Packages/nfs-utils-2.2.3-35.218.x86_64.rpm [Operation too slow. Less than 1000 bytes/sec transferred the 1
ast 3@ seconds]
[MIRROR] systemd-container-239-41.e18_3.2.x86_64.rpm: Curl error (28): Timeout was reached for http://mirrors.ustc.edu.cn/centos/8
.3.2011/Base05/x86_64/0s/Packages/systemd-container-239-41.e18_3.2.x86_564.rpm [Operation too slow. Less than 1080 bytes/sec transf
erred the last 3@ seconds]
[MIRROR] nfs-utils-2.3.3-35.el8.x86_64.rpm: Curl error (28): Timeout was reached for http://mirrers.cqu.edu.cn/Cent05/8.3.2011/Bas
e05/x86_64/os/Packages/nfs-utils-2.3.3-35.e18.x86_64.rpm [Operation too slow. Less than 1880 bytes/sec transferred the last 3@ sec
onds]
[MIRROR] systemd-container-239-41.e18_3.2.x86_64.rpm: Curl error (28): Timeout was reached for http://mirrors.njupt.edu.cn/centos/
8.3.2011/Base0S/x86_64/os/Packages/systemd-container-239-41.e18_3.2.x86_64.rpm [Operation too slow. Less than 1808 bytes/sec trans
ferred the last 3@ seconds]
[FAILED] systemd-container-239-41.el8_3.2.x86_64.rpm: No more mirrers to try - All mirrors were already tried without success
(225/225): nfs-utils-2.3.3-35.e18.x86_64.rpm 99% [ 1 148 kB/s | 113 MB @e:03 ETA
THENUTERTFHEEESR, BHTRENNITES -
LS AT 'yum clean packages' MBRH:tta%TE -
#wi%: THEtaLE

Cannot download Packages/systemd-container-239-41.e18_3.2.x86_64.rpm: All mirrors were tried

[root@Project-09-Task-01 ~]# D
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B M Management Tools - KVM
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& C A FEZ2 | wwwlinux-kvm.org/page/Management_Tools

Home

Status and Features =

About ~

%

e = @ @

Create account Log in

There are a several options available to manage kvm virtual machines:

(Please keep this list in alphabetical order)

Name/URL ¢

Abiquo

Archipel

AQemu

cloonix

CloudStack

ConVirt

Enomaly

Eucalyptus

Foreman

Ganeti

GKVM

Karesansui

kimchi

Kubevirt

kvmadm

-

Description

Abiquo is a technology-agnostic solution for enterprises and service providers
who want to quickly and simply build, manage and develop public and private
clouds based on their existing heterogeneous environments.

Archipel is an Open Source project that aims to bring push notifications to
virtualization orchestration using XMPP.

a Qt4 user interface for KVM

cloonix is a virtualization management framework aimed at virtual networks
building based on kvm,

Cloudstack is an open source project that enables the deployment, management,
and configuration of multi-tier and multi-tenant infrastructure cloud services
using Xen, KVM and VMware hypervisors.

ConVirt 2.0 Open Source is the leading open source product for managing Xen
and KVM, enabling you to standardize and proactively manage your virtualized
environment in a centralized fashion.

a virtual cloud infr

businesses

ire for small, medium and large

Eucalyptus is open source software for building AWS-compatible private and
hybrid clouds. Eucalyptus allows IT organizations to build an on-premises
Infrastructure as a Service (I2aS) cloud that pools together compute, storage,
and network resources. With Eucalyptus, developers can leverage knowledge and
tools around AWS APIs, including EC2, 53, EBS, 1AM, Auto Scaling, Elastic Load
Balancing, and CloudWatch. IT can create a flexible hybrid cloud environment so
that developers can develop sooner, test more, and deploy faster while giving TT
and cloud admins greater control of cloud performance, scale, and security.
Foreman is aimed to be a Single Address For All Machines Life

Cycle Management including bare metal / vm [ cloud provisioning, configuration
managememnt and configureation reportsfauditing using puppet

Ganeti is a cluster virtual server management software tool built on top of
existing virtualization technologies

A Gnome user interface for KVM.

Karesansui is an open-source virtualization management application. It's smart
graphical user interface lowers your management cost, and brings a total
management/audit solution for both physical and virtual servers.

Kimchi is an HTMLS based management tool for KVM. It is designed to make it
as easy as possible to get started with KVM and create your first guest.

Virtualization API for Kubernetes.

minimalistic set of command-line tools to control multi-user utilization of KVM

UI Type # [

Web, REST  Active

Web Active

Desktop 2013-05-30

Guifcli Active

Web Active

Web Active
Not
available as

L of 2010-02-
08

Web, CLI, .

REST, soap Active

Web, REST, o

a1 Active

ek Active

Desktop 2007-08-01
MNovember

Web, REST 2013

WEB Active

CLI, API Active

a1 2007-09-25

Updated

Discussion

Notes *

KVM, Xen,
VirtualBox,
VMware, Hyper-V
& XenServer
support; uses
libvirt

KVM, Xen, Virtual
Box & OpenVZ

support; uses
libvirt

KVM

KVM, Xen &
VMware support

Xen & KVM;
formerly known as
xenman

they have
commercial and
open source
editions

Supports KVM and
VMware. Uses
libvirt. View the
Eucalyptus
Compatibility
Matrix:
http://bit.ly/QfH4Iv

KVM, VMWare,
oVirt RHEV-M,
EC2, OpenStack

KVM support
added in Ganeti
2.0

KVM & Xen
support; uses

libvirt
KvM

Run VMs in
Kubernetes

View source  History

License ¢
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GPLv2

RPL Licence
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GPL v2
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v3

GPLV3

GPLv3

GPL v2

GPLv2

LGPL v2.1/GPL
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LGPL,Apache
License v2
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v2

GPLv2
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kvmupdown

kvm-admin

kvm-wrapper

Mist.io

Marpheus

nbsvm

Nimbula Director

op5

OpenNebula

OpenNode

openQRM

oVirt

Platform9 Managed
OpenStack

simple, robust and no-bloat management interface.

Python scripts for managing the guests (boot, shutdown ...) and include a
commandline menitor .

kvm-wrapper is a lightweight, simple and intended to be hackable set of shell
scripts that help manage kvm virtual machines a great deal.

Mist.io provides a unifed dashboard / API for managing your entire infrastructure
- public and private clouds, KVM and VMware hypervisors, bare metal, and
containers. You can install the open-source version or use the freemium service.
Try it out

Morpheus provides a single dashboard for managing hybrid infrastructure - KVM,
Xen, VMware hypervisors, public clouds, bare metal, and containers. Learn more.

No Bullshit VMs. No setup required. No dependencies but sudo, and LVM or ZFS.
Start, stop, create and clone images and view VMs using simple chained
commands. Basically applies sane (overridden by cli or file) defaults to the kvm
invocation and gets out of the way. Sudo invocation is designed to allow user
access controls.

Nimbula Director is a Cloud Operating System that enables Infrastructure as a
Service using the KVM.

op5 develops and delivers op5 Monitor a enterprise-class software for IT
monitering and administration of the whole IT. op5 developed a KVM plug-in to
monitor KVM virtualization infrastructure that allows organizations to have better
capacity planning, which enables the provisioning of usage of resources such as
storage, CPU, and memory more proactively.

an open source virtual infrastructure engine

RHEL/CentOS based open-source server virtualization and management solution -
simple bare-metal installer, providing KVM+0penVZ host and standard libvirt,
func management interfaces together with standard cli tools like virsh and vzetl.
OpenNode Management Server with ajax web-based management console
available - as is RPC-JSON API interface.

openQRM is the next generation, open-source Data-center management
platform.

oVirt is a virtualization management framework constisting of a small host image,
the oVirt Node, that provides the libvirt service to host virtual machines, and a
robust vm management software stack, controlled by a web-based management
interface, the oVirt Server.

Platform9 makes it very easy to manage a KVM environment with resource
pooling and automation. Platform®'s Openstack service easily integrates with any
new or existing Linux servers. KVM expertise is helpful but not required. The
OpenStack service supports major Linux distributions including CentOS, RHEL &
Ubuntu. See the demas for KVM.
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Mobile,
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and CLI

Web, CLI,
REST

Web, REST

CLI, XML~
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Web, CLI,
AP]

Web

Web

ul,
OpenStack
CLI,
OpenStack
APL &
integrations
(puppet,
ansible,
chef,

Link
broken,
probably
terminated
project

Active

Active

Active

Active

February
2014

Active

Active

Active

Active

Active

Active

Active

KVM

kvm support

KVM support

Uses libvirt and
libcloud for VM
management.
Supports KVM,
several public
cloud providers,
OpenStack, Docker
and bare metal
servers.

KVM support

Uses libvirt

cloud computing
managment; uses
libvirt

Bare-metal
installer, KVM,
OpenVZ
hypervizors and
variety of
management tools
KVM, Xen, VMware
and Linux V-Server
support

uses libvirt

Fast, Easy &
Affordable for
anyone familiar
with Linux. See
KVM Management
w/ OpenStack.
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public domain

GPLv2

WTFPL (v2)
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open source
version,
Commercial for
the service

Commerdial
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licensing for
testing and lab
environments; up
to 25 workloads
and 3 clouds)

WTFPL 2

Commercial
(Freemium)

GPLv2

Apache License
vz

Unknown

GPL v2

Apache License
w2

Commercial. A
free trial is
available.,
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Platform9 Managed
OpenStack

Proxmox VE

PVM

Plain gemu/kvm
Red Hat
Virtualization / RHV

SolusVM

Stackops Openstack
Distro

UvMM

virsh
Virtualbricks

VMM / Virtual
Machine Manager

VMM's supporting
tools virt-
install/clone/convert

VMmanager

vmmaestro

Platform9 makes it very easy to manage a KVM environment with resource
pooling and automation. Platform9's Openstack service easily integrates with any
new or existing Linux servers. KVM expertise is helpful but not required. The
OpenStack service supports major Linux distributions including CentOS, RHEL &
Ubuntu. See the demos for KVM.

Proxmox Virtual Environment (Proxmox VE) is an open-source server

virtualization management platform to manage VMs and containers.

The Debian-based platform uses KVM as hypervisor and also provides OS-level
i using LXC It provides lass features like

high availabili rking, live migrati kup/ i

a built-in firewall and come with various storage plugins such as LVM, LVM-thin,

iSCSI/kernel, iSCSI/libiscsi, Ceph/RBD, Sheepdog, ZFS over iSCSI, ZFS (local),

directory, NFS, CIFS, and GlusterfS.

( PDNSoft Virtual Machine Management System) is a hypervisor based on KVM.It
provides new application stack to manage KVM virtual machines instead of using
Libvirt with it's own Cluster and user is specific features
in PVM design, so managing of HA and other features is done by PVM application
stack that is placed directly on KVM.

You can run gemu/kvm straight from the command line

Commercial management solution for RHEL / KVM.

The most popular control panel for commercial use.

Stackops is an Openstack Nova distribution verified and tested for KVM. You only
need to download the ISO image with the distro and install it on one or more
servers.

UCS Virtual Machine Manager (UVMM) is an easy-to-use and powerful

tool for KVM. It virtualizes Microsoft Windows, Univention
Corporate Server and other Linux distributions by providing all the necessary
functions for creating and managing virtual instances (also OpenStack and
Amazon EC2-based resources) and hard drives on physical servers centrally via a
web-based modern interface. On AWS it also manages Virtual Private Clouds
(VPC). UVMM is included in Univention Corporate Server by default, an easy-to-
use and scalable distrit with an i d system
for the central of h i

A minimal shell around libvirt for managing VMs
Python-gtk GUI to manage guest and hybrid (host/guest) networks.

Also known as virt-manager. A desktop user interface for managing virtual
machines.

Command line tools for provisioning new VMs, cloning existing VMs and importing
/ converting appliance images.

Software solution for virtualization management that can be used both for
hosting virtual machines and building a cloud. With VMmanager you can manage
not only one server, but a large cluster of hypervisors. It delivers a number of
functions, such as live migration that allows for load balancing between cluster
nodes, monitoring CPU, memory and 1/O operation enabling to detect
problematic nodes, use of local and networks storages, and many tools for
efficient management.

vmmaestro is a tiny shell script which can start/stop/monitor KVM guests.

VM-King is an Android App that allows you to manage your hypervisior remotely

ul,
OpenStack

al,

OpenStack

APl &

integrations = Active
(puppet,

ansible,

chef,

vagrant,

etc).

Web, CLI, <
APL Active
Desktop,CLI  Active
cu Active
Web Active
Web Active
CLI, REST  Active
Web, CLI  Active
ca Active
I 2011-11-23
Desktop Active
ek Active
Web, CLI, S
REST Actria
cu Active

Fast, Easy &
Affordable for
anyone familiar
with Linux. See
KVM Management
w/ OpenStack.

Bare-metall ISO
installer including
KVM and LXC
management tools

Bar-metall installer

See man (gemu-
system-x86_64 or
kvm or gemu-kvm)
for more info

KVM, Xen &
OpenVZ support

KVM & QEMU
(libvirt based)

Supports KVM,
Uses libvirt

Uses libvirt

kvm, gemu, ksm &
VDE support

Uses libirt

Uses libvirt

KVM, uses libvirt

KVvM

Commercial. A
free trial is
available.

AGPL v3

Commercial

GPLv2

Commercial

Commercial

Apache License
v2

Free for use,
AGPL v3

LGPL

GPL v2

GPLv2

GPLv2

Commercial

MIT License
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Plain gemu/kvm

Red Hat
Virtualization / RHV

SolusVM

Stackops Openstack
Distro

uvMM

virsh
Virtualbricks

VMM / Virtual
Machine Manager

VMM's supporting
tools virt-
install/clone/convert

VMmanager

vmmaestro

VM-King

WebVirtMgr

Witsbits

What links
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directory, NFS, CIFS, and GlusterFS.

( PDNSoft Virtual Machine Management System) is a hypervisor based on KVM.It

provides new application stack to manage KVM virtual machines instead of using

Libvirt with it's own i Cluster and user is specific features
in PVM design, so managing of HA and other features is done by PVM application
stack that is placed directly on KVM.

You can run gemu/kvm straight from the command line

Commercial management solution for RHEL / KVM.

The most popular control panel for commercial use.

Stackops is an Openstack Nova distribution verified and tested for KVM. You only
need to download the ISO image with the distro and install it on one or more
servers.

UCS Virtual Machine Manager (UVMM) is an easy-to-use and powerful
administration tool for KVM. It virtualizes Microsoft Windows, Univention
Corporate Server and other Linux distributions by providing all the necessary
functions for creating and managing virtual instances (also OpenStack and
Amazon EC2-based resources) and hard drives on physical servers centrally via a
web-based modern interface. On AWS it also manages Virtual Private Clouds
(VPC). UVMM is included in Univention Corporate Server by default, an easy-to-
use and scalable Enterprise distribution with an integrated management system
for the central of b i

A minimal shell around libvirt for managing VMs
Python-gtk GUI to manage guest and hybrid (host/guest) networks.

Also known as virt-manager. A desktop user interface for managing virtual
machines.

Command line tools for provisioning new VMs, cloning existing VMs and importing
/ converting appliance images.

Software solution for virtualization management that can be used both for
hosting virtual machines and building a cloud. With VMmanager you can manage
not only one server, but a large cluster of hypervisors. It delivers a number of
functions, such as live migration that allows for load balancing between cluster
nodes, monitoring CPU, memory and 1/O operation enabling to detect
problematic nodes, use of local and networks storages, and many tools for
efficient management.

vmmaestro is a tiny shell script which can start/stop/monitor KVM guests.

VM-King is an Android App that allows you to manage your hypervisior remotely
from your Android mobile or tablet. This app supports the following functions:
Start/stop/destroy VM, restore and delete snapshots, get screenshot of running
VMs, get remote display connection information (VNC/Spice).

Web service for managing VMs based on the KVM

Witsbits enables you to set up your servers with virtualization and deploy virtual
machines faster than ever before. It's a complete virtualization solution with a
self-upgrading hypervisor and cloud-based centralized management, reducing
time spent on maintenance to a fraction of what other solutions require. The self-
configuring hypervisor comes as a Live CD, delivering the fastest time-to-
deployment by removing the need for spending time on installation and
configuration.

Desktop,CLI  Active

Web

Web

CLI, REST

Web, CLI
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Web, CLI,
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Active
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Bar-metall installer

See man (gemu-
system-x86_64 or
kvm or gemu-kvm)
for more info

KVM, Xen &
OpenVZ support

KVM & QEMU
(libvirt based)

Supports KVM,
Uses libvirt

Uses libvirt
kvm, gemu, ksm &
VDE support

Uses libvirt

Uses libvirt

KVM, uses libvirt

KVM

Only KVM; use
libvirt

Live CD Hypervisor
with SaaS
Management
System

Commercial

GPLv2

Commercial
Commercial

Apache License
v2

Free for use,
AGPL v3

LGPL

GPL v2

GPLv2

GPLv2

Commercial

MIT License
free

Apache License
v2

Free for 5 CPUs.
(full version)

O owe
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3§IE§KVMJKEHJ1¢KSZ@ 3.2 Virtual Machine Manager

The virt-manager application is a desktop user interface for managing
virtual machines through libvirt.

m |t primarily targets KVM VMs, but also manages Xen and LXC (linux containers).
It presents a summary view of running domains, their live performance &
resource utilization statistics.

m Wizards enable the creation of new domains, and configuration & adjustment of
a domain'’s resource allocation & virtual hardware.

s An embedded VNC and SPICE client viewer presents a full graphical console to
the guest domain.

WRPEZA RS / Bobely / 13938213680 / https://internet.hactcm.edu.cn / http://www.51xueweb.cn




3§IE§KVMJKEHJ1¢KSZ@ 3.2 Virtual Machine Manager

About virt-manager’s supporting tools

m virt-install is a command line tool which provides an easy way to provision operating
systems into virtual machines.

m virt-viewer is a lightweight Ul interface for interacting with the graphical display of
virtualized guest OS. It can display VNC or SPICE, and uses libvirt to lookup the graphical
connection details.

m virt-clone is a command line tool for cloning existing inactive guests. It copies the disk
images, and defines a config with new name, UUID and MAC address pointing to the
copied disks.

m virt-xml is a command line tool for easily editing libvirt domain XML using virt-install's
command line options.

m Vvirt-bootstrap is a command line tool providing an easy way to setup the root file system
for libvirt-based containers.

WRPEZA RS / Bobely / 13938213680 / https://internet.hactcm.edu.cn / http://www.51xueweb.cn



Manage virtual machines with virt-manager

The virt-manager application is a desktop user interface for managing virtual machines through libvirt. It primarily targets KVM VMs, but also manages Xen and LXC (linux containers). It presents a summary view of running domains, their live
performance & resource utilization statistics. Wizards enable the creation of new domains, and configuration & adjustment of a domain’ s resource allocation & virtual hardware. An embedded VNC and SPICE client viewer presents a full

graphical console to the guest domain.
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About virt-manager’ s supporting tools

virt-install is a command line tool which provides an easy way to provision operating systems into virtual machines.

virt-viewer is a lightweight Ul interface for interacting with the graphical display of virtualized guest OS. It can display VNC or SPICE, and uses libvirt to lookup the graphical connection details.
virt-clone is a command line tool for cloning existing inactive guests. It copies the disk images, and defines a config with new name, UUID and MAC address pointing to the copied disks.
virt-xml is a command line tool for easily editing libvirt domain XML using virt-install’ s command line options.

virt-bootstrap is a command line tool providing an easy way to setup the root file system for libvirt-based containers.
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Apache CloudStack is open source software designed to deploy and manage large networks
of virtual machines, as a highly available, highly scalable Infrastructure as a Service (laaS) cloud
computing platform.

m CloudStack is used by a number of service providers to offer public cloud services, and by many
companies to provide an on-premises (private) cloud offering, or as part of a hybrid cloud solution.

m CloudStack is a turnkey solution that includes the entire "stack" of features most organizations want
with an laa$ cloud: compute orchestration, Network-as-a-Service, user and account management, a full
and open native API, resource accounting, and a first-class User Interface (Ul).

m  CloudStack currently supports the most popular hypervisors: VMware, KVM, Citrix XenServer, Xen Cloud
Platform (XCP), Oracle VM server and Microsoft Hyper-V.

m Users can manage their cloud with an easy to use Web interface, command line tools, and/or a full-
featured RESTful API. In addition, CloudStack provides an API that's compatible with AWS EC2 and S3
for organizations that wish to deploy hybrid clouds.

WRPEZA RS / Bobely / 13938213680 / https://internet.hactcm.edu.cn / http://www.51xueweb.cn
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Apache CloudStack™

Open Source Cloud Computing™

™

loudStack

About CloudStack Ge

Apache CloudStack is open source software designed to deploy and manage
large networks of virtual machines, as a highly available, highly scalable
Infrastructure as a Service (laaS) cloud computing platform. CloudStack is used
by anumber of servi iders to off blic cloud ices, and by many D

y an " rof s r.vwce providers ; of er.pu ic clou serv.mes and by Y o0
companies to provide an on-premises (private) cloud offering, or as part of a

hybrid cloud solution

This is current CloudStack LTS release.

Looking for other versions of Apache CloudStack? You can find them in our
page as well.

CloudStack is a turnkey solution that includes the entire "stack" of features most
organizations want with an laa$ cloud: compute orchestration, Network-as-a-
Service, user and account management, a full and open native API, resource
accounting, and a first-class User Interface (Ul).

CloudStack currently supports the most popular hypervisors: VMware, KVM,
Citrix XenServer, Xen Cloud Platform (XCP), Oracle VM server and Microsoft
Hyper-V. Tweetsk udStack
Users can manage their cloud with an easy to use Web interface, command line

tools, and/or a full-featured RESTful API. In addition, CloudStack provides an

AP that's compatible with AWS EC2 and S3 for organizations that wish to

deploy hybrid clouds.

Latest Announcements (5]

CloudStack Events

Upcoming CloudStack Events

There's always plenty of Cloudstack Events happening in different parts of the
world. These range from Meetups, User Groups to CloudStack Collaboratio
nce events. Each event will feature a lot of opportunities to learn,

collaborate and engage with the CloudStack community. The CloudStack
Collaboration Conferences are valuable for both developers and users, and are a
great way to get involved with the community.

View videos from previous CloudStack Collaboration Conferences:
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Latest CloudStack Releases Verifying Downloads

The CloudStack community maintains two types of releases; the main releases and
the LTS (Long Term Support) releases. The LTS releases receive bug and security fixes
for a period of 18 months after the main release (for more details click here). The main
releases receive only critical bug fixes for a short period. The general expectation is
that the users of the main version will upgrade to a new version in order to receive
fixes.

It's essential that you verify the integrity of the downloaded files using the PGP
or SHA512 signatures. The PGP signatures can be verified using PGP or GPG.
First download the KEYS as well as the asc signature file for the relevant
distribution. Make sure you get these files from the main distribution directory,
rather than from a mirror. Then verify the signatures using:

Source Releases

Apache CloudStack's most recent release is 4.15.0.0.

Thisis current CloudStack LTS release. -

Getthe4.1500Source [ Kevs | e | sHAs12|
Full release notes can be found in the v 4.15.0.0 Release Notes website. -
Instructions for building from source and installing Apache CloudStack can be found
in the Installation Guide. Instructions for building from source and upgrading froma
previous version of CloudStack to Apache CloudStack 4.15.0.0 can be found in the
upgrade section of the Release Notes (see above). el

Please see CheckingSignatures for a more extensive explanation of the pgp

The latest CloudStack LTS maintenance release is 4.14.1.0 as part of the LTS 4.14.x verification.

releases

Getthe4.14.10Source [ Kevs | e | sHas12]

Full release notes can be found in the v n4.14.1.0F

Additionally, you can verify the SHA512 signatures on the files, by performing

shaS12sum

tes website.

Instructions for building from source and installing Apache CloudStack can be found
inthe Installation Guide. Instructions for building from source and upgrading froma
previous version of CloudStack to Apache CloudStack 4.14.1.0 can be found in the
upgrade section of the Release Notes (see above).

Packages

Community Packages

For easier installation or upgrades, the official source code release has been supplemented by community members who have chosen to provide package repositories that also
include noredis libraries.

« CentOS/RHEL 7 RPM repository: http://download.cloudstack
« CentOS/RHEL 8 RPM repository: ) I t
» DEB repository: http://download.cloudstack.org/ubunt
» Old CentOS/RHEL 6 RPM repository (for 4.13 and older releases): http:/download.cloudstack.org

Instructions for using these community provided repositories can be found in the figure Package Repository section of the Installation Guide.
Packages hosted by 3rd Parties
» CloudStack (noredist) packages by ShapeBlue: http: seblue ackage

Latest CloudMonkey Release

Apache CloudStack's CloudMonkey tool is a CLI and shell environment designed for interacting with CloudStack-based clouds.

SQniiree Releace
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